One of the ways that computers could be more like humans – and maybe pass the Turing test – is by responding to emotion. But how could a computer learn to read human emotions out of words? Matthew Purver of Queen Mary, University of London tells us how.

Have you ever thought about why you add emoticons to your text messages – symbols like :-) and :@? Why do we do this with some messages but not with others? And why do we use different words, symbols and abbreviations in texts, Twitter messages, Facebook status updates and formal writing?

In face-to-face conversation, we get a lot of information from the way someone sounds, their facial expressions, and their gestures. In particular, this is the way we convey much of our emotional information – how happy or annoyed we’re feeling about what we’re saying. But when we’re sending a written message, these audio-visual cues are lost – so we have to think of other ways to convey the same information. The ways we choose to do this depend on the space we have available, and on what we think other people will understand. If we’re writing a book or an article, with lots of space and time available, we can use extra words to fully describe our point of view. But if we’re writing an SMS message when we’re short of time and the phone keypad takes time to use, or if we’re writing on Twitter and only have 140 characters of space, then we need to think of other conventions. Humans are very good at this – we can invent and understand new symbols, words or abbreviations quite easily. If you hadn’t seen the :D symbol before, you can probably guess what it means – especially if you know something about the person texting you, and what you’re talking about.

But computers are terrible at this. They’re generally bad at guessing new things, and they’re bad at understanding the way we naturally express ourselves. So if computers need to understand what people are writing to each other in short messages like on Twitter or Facebook, we have a problem. But this is something researchers would really like to do: for example, researchers in France, Germany and Ireland have all found that Twitter opinions can help predict election results, sometimes better than standard exit polls – and if we could accurately understand whether people are feeling happy or angry about a candidate when they tweet about them, we’d have a powerful tool for understanding popular sentiments.
opinion. Similarly we could automatically find out whether people liked a new product when it was launched; and some research even suggests you could even predict the stock market. But how do we teach computers to understand emotional content, and learn to adapt to the new ways we express it?

One answer might be in a class of techniques called semi-supervised learning. By taking some example messages in which the authors have made the emotional content very clear (using emoticons, or specific conventions like Twitter’s #fail or abbreviations like LOL), we can give ourselves a foundation to build on. A computer can learn the words and phrases that seem to be associated with these clear emotions, so it understands this limited set of messages. Then, by allowing it to find new data with the same words and phrases, it can learn new examples for itself. Eventually, it can learn new symbols or phrases if it sees them together with emotional patterns it already knows enough times to be confident, and then we’re on our way towards an emotionally aware computer. However, we’re still a fair way off getting it right all the time, every time.

Towards the end of his life, Alan Turing got interested in patterns in nature. He wondered how it was that so many unusual shapes, like spots, stripes and spirals, could appear on plants and animals. He thought the answer might be in chemistry. A certain kind of reaction, in which two chemicals can transform into one another, and then spread out over a larger area, could end up producing elaborate patterns. Over time, scientists have found clues that Turing might have been right.

An inventor in New York City called Michael Dubno doesn’t wait for nature to create patterns. He’s made an artwork called the Sand Table that draws complicated patterns within itself. The glass-topped table contains a pan filled with sand and one steel ball bearing a little smaller than a clementine. Underneath the sand is a series of motors that move a powerful magnet around. When the magnet moves, the ball bearing moves through the sand and creates complicated patterns and drawings. The whole thing is controlled by a computer program. The user can tell the magnet to draw abstract shapes like spirals, snowflakes and mazes, make words or draw animals.

You can build your own sand table if you fancy a challenge! See the link in the magazine+ section of www.cs4fn.org to find out how.

See if you can catch the computer out by playing with the Chatterbox Wheel Of Emotion game. Look for a link in the magazine+ section of our website, www.cs4fn.org.